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Abstract
Wepropose a procedure to reconstruct characteristic features of an unknown stochastic system from
the long-time full counting statistics of some of the system’s transitions that aremonitored by a
detector. The full counting statistics is conveniently parametrized by so-called generalized factorial
cumulants. Taking only a few of them as input information is sufficient to reconstruct important
features such as the lower bound of the systemdimension and the full spectrumof relaxation rates.
The use of generalized factorial cumulants reveals systemdimensions and rates that are hidden for
ordinary cumulants.We illustrate the inverse counting-statistics procedure for twomodel systems: a
single-level quantumdot in a Zeeman field and a single-electron box subjected to sequential and
Andreev tunneling.

1. Introduction

A stochastic system is characterized by the rates of the stochastic transitions between the possible states. The
dynamics of the stochastic systemmay be probed by a detector that is sensitive to one or several (but, in general,
not all) of the possible transitions. In biological physics, stochastic transitions like the steps ofmotor proteins
[1, 2], intramolecular conformational changes [3–5], and enzymatic turnovers generating fluorescent products
[6, 7] have been studied. Detectors are optical tweezers [1, 8], atomic force, orfluorescencemicroscopes [8, 9]. In
mesoscopic physics, discrete charge-transfer events [10, 11] through single- [12–14] andmulti-level [15]
quantumdots, interferometers [16], superconducting [17–23] and feedback-controlled systems [24–26] have
been studied. Charge transfers can be detected by a quantumpoint contact [27–35], a single-electron transistor
(SET) [36–40], optical [41], or interferometric detectors [42].

Counting the numberN of transitions within a time interval [ ]t0; repeatedlymany times yields the
probability distribution PN(t), referred to as full counting statistics. For a well-characterized system, the states, the
rates between them, and the coupling to the detector are known. It is, then, straightforward to compute the full
counting statistics and compare it with experimentallymeasured data. Suppose, however, that the underlying
model for a stochastic system is unclear and the only information available is the counting statisticsmeasured by
the detector. It is, then, desirable to have a systematic approach to distill out of themeasured counting statistics
the relevant information for reconstructing properties of the underlyingmodel, including basic properties such
as the number of states of the stochastic system. Such an approach can be dubbed inverse counting statistics [43].

What are the properties of the stochastic system that onemay hope to reconstruct by inverse counting
statistics? First of all, there is the numberM of possible system states. Second, the stochastic system is
characterized by the spectrumof relaxation rateswithwhich it relaxes back to its (equilibriumor
nonequilibrium) steady state after being disturbed externally [44–49]. Of course, inverse counting statistics
cannot distinguish between different stochastic systems that are equivalent in the sense that they produce the
same counting statistics, even if the stochastic systems possess a different numbers of states. Therefore, inverse
counting statistics can atmost deliver theminimalnumber of system states necessary that is compatible with the
observed counting statistics.

Tomake the inverse counting statistics a powerful and practical tool, one should keep the circumstances for
the acquisition of the input data as transparent and as simple as possible. Therefore, we restrict ourselves to the
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following scenario. First, only steady-state counting statistics is considered, i.e., we assume that the systemhas
already relaxed before counting starts. This excludes studying transient behavior after a perturbation of the
system. The latter would, on the one hand, offer a direct access to some relaxation rate of the system [50–54]. On
the other hand, the determination of the full spectrumof relaxation rates would require the knowledge of how to
perturb the system in order to probe a specific relaxation rate.

Second, we concentrate on the limit of longmeasuring-time intervals [ ]t0; , for which the systemdynamics
is dominated by the slowest relaxation rate only. Nevertheless, the procedure of inverse counting statistics yields
the full spectrumof all relaxation rates, as explained below.

Given ameasured distribution PN(t), what are the input data for the inverse counting statistics? In[43], it
was suggested to use the (long-time) cumulants of the distribution function.Here, we propose to use generalized
factorial cumulants [55, 56] instead. The advantage of the latter is that they depend on an arbitrarily chosen
parameter s. The outcome of the inverse counting statistics (such as the number of system states or the spectrum
of relaxation rates) should, however, not depend on this parameters. Therefore, the s-independence of the
results defines a powerful consistency criterion. Furthermore, as wewill see in section 5, there are special cases in
which part of the relaxation-rate spectrum is not accessible by inverse counting statistics with ordinary
cumulants but is detectable by using generalized factorial cumulants with properly chosen parameters.

As another difference to[43], we allow for amore general system-detector coupling by introducing the
counting powerm. In[43], the detector is assumed to be sensitive to only a single transition between two specific
states increasing the detector counter just by one, the counting power ism=1. If this transition increases the
detector counter by k, the counting power ism=k. If several transitions are counted by the detector, the
counting power can be even larger.We allow for detectors counting arbitrarilymany transitions between
arbitrarilymany states increasing the detector counter by an arbitrary amount. Therefore, our inverse counting
procedure does not only test compatibility with the numberM of system states but alsowith the counting
powerm.

The paper is organized as follows. In section 2, we give a short introduction how full counting statistics,
especially generalized factorial cumulants, are calculated bymeans of aMarkovianmaster equation.
Subsequently, in section 3, we explain the general procedure of inverse counting statistics. This procedure is,
then, illustrated in sections 4 and 5 for twomodel systems: a single-level quantumdot in a Zeeman field and a
single-electron box (SEB) subjected to sequential andAndreev tunneling. In section 6, we give a short summary
of the inverse counting procedure introduced in this paper.

2. Full counting statistics for stochastic systems

In this paper, we consider stochastic systems as represented infigure 1, i.e., systemswhose time evolution is
completely governed by aMarkovianmaster equation. There is afinite numberM of system states, labeled byχ.
Systemswith coherent superposition of differentχ are not taken into account. Arrows indicate transitions from
stateχ to statec¢with a transition rate Gc c¢ . Non-Markovian effects [57–59] are not taken into account. The
states of themaster equation can be, e.g., three charge states of ametallic island coupled to one superconducting
lead as discussed in the section 5, while the continuumof electronic states on themetallic island and lead enters
only effectively via the transition rates.

The counting factors z kwith = ¼k 1, 2, next to the dashed arrows specify the coupling of the detector to
the system: if the systemundergoes such a transition, the numberN counted by the detector increases by k.
Theremay be also processes with rate Gccmonitored by the detector inwhich the system ends up in the same
stateχ as it started, which is, e.g., the case for cotunneling through amagnetic atom [60].

Figure 1. Stochastic systemwithM=4 states. Transitions are indicated by arrows.Dashed arrows indicate transitions counted by the
detector with counting factorsz k.
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Without the detector, themaster equation for the probabilities c ( )p t tofind the system in stateχ takes the
form

å= G - Gc

c
cc

c
c c

c

¢
¢

¢
¢˙ ( ) [ ( ) ( )] ( )p t p t p t . 1

Thefirst termof the sumdescribes transitions into stateχ, the second term transitions out of stateχ. To account
for the detector, we need to replace thismaster equation for c ( )p t by anN-resolved one for c ( )p tN , whereN is

the number of detector counts in the time interval [ ]t0; . For this, we introduce the coupling constants cc¢d k

which is 1 if the detector count is increased by k for the transition from c¢ toχ, and 0 otherwise.We obtain
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Solving for theN-resolved probabilities yields the counting statistics of the detector via = åc
c( ) ( )P t p tN N .

We now turn to the question of how to extract from a given distribution PN(t) the information that serves as
an input for the inverse counting statistics. One possibility would be to use the ordinary (long-time) cumulants of
the distribution function, as suggested in[43]. The cumulants are obtained as derivatives
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alternative, to employ generalized factorial cumulants [55] in the long-time limit. Generalized factorial
cumulants are derived from the generating function
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Counting factors enter the generating function(3) as powers of z and not e z as in the case of ordinary cumulants,
which simplifies analytic expressions in the following.

The special case s=1 recovers the factorial cumulants recently introduced in the context ofmesoscopic
transport [61, 62]. They are called factorial because the correspondingmoments ¶ = á ñ=( )∣ ( )% z t N,z

k
z

k
1 0 are

expectation values of the factorial power - ¼ - +≔ ( ) ( )( )N N N N k1 1k instead of the ordinary powerNk

which defines ordinarymoments.Generalized factorial cumulants depend on an extra parameters that describes
a shift of the complex variable z by the amount -s 1 along the real axis in the complex plane. In contrast to
previousworks [55, 56], we define the generating functionwithout a normalization factor ( )% t1 0,s . Such a z-
independent normalization factor would not influence the cumulants of order >k 0, but it would set, per
definition, =C 0s,0 .Without this normalization factor, = å( ) ( )C t s P tlns N

N
N,0 contains non-trivial

information that can be used for the inverse counting statistics. Both factorial (s=1) and generalized factorial
cumulants ( ¹s 1) have been utilized to detect correlations in charge-transfer statistics [55, 56, 61–63].

In the context of inverse counting statistics, the parameterswill play a very important role in two respects.
First, since the underlying stochasticmodel for ameasured distribution PN(t) is independent of s, the outcome of
the inverse counting statisticsmust also be independent of the parameters. Therefore, the required s-
independence of the obtained results defines a criterion for the compatibility of themeasured datawith the
assumed underlyingmodel. Second, aswewill see below, there are special cases inwhich the inverse counting
statistics with factorial cumulants (s= 1)would indicate compatibility with a too small stochastic system and
only generalized factorial cumulants ( ¹s 1) reveal the higher dimension of the underlying stochasticmodel.

To calculate the generalized factorial cumulants for a given stochastic system, it is convenient tofirst perform
a z-transformof theN-resolvedmaster equation (2), i.e., multiply with zN and then sumoverN. If we combine
the z-transformedN-resolved probabilities = åc cp z pz N

N
N of the different statesχ in a vector ( )tpz , the z-

transformedmaster equation can bewritten in the form

=˙ ( ) ( ) ( )t tp W p , 5z z z

withmatrix elements
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Two examples for Wz are given in equations (14) and (18). For z=1, equation (5) is nothing but themaster
equation (1).

The solution of equation (5) is =( ) ( ) ( )t tp W pexp 0z z z . Since d~c ( )p 0N N ,0, the initial vector ( )p 0z is
independent of z and describes the initial probability distribution. Thematrix exponential

l= å Ä=( ) [ ( ) ]t z tW r lexp expz j
M

j j z j z1 , ,
T can be expressed in terms of the eigenvalue spectrum l{ ( )}zj of Wz by
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making use of the decomposition into the left and right eigenvector lj z, and rj z, with normalization
d=¢ ¢·l rj z j z jj,

T
, . For an arbitrary initial distribution ( )p 0z of the system, the systems relaxes exponentially in time

to its steady state, governed by the eigenvalues l ( )zj . The eigenvalues l ( )zj at z=1 are the system’s relaxation
ratesmentioned in the introduction. They are either real or they appear as complex-conjugated pairs. In the
following, we assume that counting starts only after the systemhas reached its steady state, i.e., ( )p 0z is the
stationary probability distribution, determined by =( )W p 0 0z1 and =· ( )e p 0 1z

T , wherewe defined
= ¼( )e 1, , 1T to sumover all statesχ in ( )p 0z .
Finally, taking into account that the generating function can bewritten as = +( ) · ( )% z t te p,s z s

T , we
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The summation over j complicates the time dependence of the generalized factorial cumulants. In the long-time
limit, however, the above expression becomes considerably simpler since the exponential factors suppress all
terms of the sum except the oneswith the largest real part l[ ( )]zRe j for z=s. For z=1 and systemswith a
unique stationary state, the dominant eigenvalue is 0, i.e., all other eigenvalues have a negative real part. Around
z=1, the dominant eigenvalue, denoted by l ( )zmax , remains real and the limit
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provides well-defined constants, referred to as scaled long-time (generalized factorial) cumulants.
These scaled long-time cumulants cs k, define the input information for the inverse counting statistics. Of

course, in an experiment, the time t is alwaysfinite and,moreover, l ( )zmax is not directly accessible. Therefore,
one has to use scaledfinite-time cumulants ( )C t ts k, , with ( )C ts k, obtained via equations (3) and(4) from the
measuredPN(t). For large t, the scaled cumulants become time independent such that »( )C t t cs k s k, , .

If s is chosen very negative, itmay happen that the dominant eigenvalues are given by a complex-conjugated
pair. In this case, the limit is not well defined and the inverse counting-statistics procedure derived below cannot
be applied.

3. Inverse counting statistics

In the previous section, we have shown how to calculate for a given stochasticmodel defined by thematrix Wz

(referred to as the generator of the stochastic system) the long-time (generalized factorial) cumulants. Inverse
counting statistics deals with the opposite problem: howmuch canwe learn about the stochastic system if only a
fewnumbers, namely the experimentally determined values of the scaled long-time cumulants (up to some
order), are given? To bemore specific, we aim at the following properties of the stochastic system. First, a very
important feature of the stochastic system is the dimensionM of Wz , i.e., the number of participating states in
the stochastic process. Furthermore, the coupling to the detector is described by powers of z attached to some
matrix elements of the generator. As a consequence, the characteristic polynomial l -( )1 Wdet z is of orderm
in z. Thus, as a second feature, we identify the counting powerm.Wewill show below that the values of the first

+( )m M1 scaled long-time cumulants are enough to check compatibility with a stochastic systemof dimension
M and the counting powerm characterizing the coupling to the detector.

But, with inverse counting statistics, we can getmuchmore. From the +( )m M1 input parameters cs k, it is
possible to determine the full spectrumof Wz , i.e., the full z-dependence of the eigenvalues l ( )zj . To appreciate
how remarkable this statement is, let us remind that the input parameters are only afinite +[( ) ]m M1 number
of derivatives of only one eigenvalue lmax at only one value of z, namely the arbitrarily chosen s. From this rather
restricted amount of information, we aim at reconstructing also the other eigenvalues different from lmax at all
values of z different from s. How is this possible and howdoes it work in practice?

To answer this question, we observe that the characteristic function of the generatorWz ,

�c l l l l= - = -
=

( ) ( ) ( ( )) ( )z z1 W, det , 9z
j

M

j
1

is a polynomial both inλ (of orderM) and in z (of orderm). The eigenvalues l ( )zj , i.e., the zeros of the
characteristic function, c l =( ( ))z z, 0j , are, in general, nonanalytic functions in z. The characteristic function
c l( )z, itself, however, is a polynomial in z and can, therefore, bewritten in the form
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å åc l l l= + -
m n
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where s is the arbitrarily chosen parameter of the generalized factorial cumulants. As a consequence, the (s-
independent) characteristic function is fully determined by the +( )m M1 real (and s-dependent) coefficients
mna . This fixes all z-dependent (but s-independent) eigenvalues l ( )zj of the generator Wz . For this reason,

+( )m M1 input parameters are enough to fully determine the spectrumof Wz .
Suppose thatM andm are already known (wewill discuss below how this is donewith the help of inverse

counting statistics). Howdowe get the spectrumof Wz? As input parameters we use the scaled generalized
factorial cumulants cs k, for = ¼ + -( )k m M0, , 1 1 in the long-time limit. To determine the coefficients mna ,
we perform = ¼ + -( )l m M0, , 1 1 times a derivative of c l º( ( ))z z, 0with respect to z and set z=s
afterwards. For technical reasons, it is convenient to divide the resulting equation by !l . Then, we arrive at the set
of linear equations
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Obviously, mnAl, depends on l andμ only via the difference m-l (this was the reason of dividing by !l ). The
multiple sumover theαʼs is constrained by a a m+ ¼ + = -n l1 . An alternative expression for the mnAl, can
be found in appendix A.

To be explicit, let us write down all the terms that are relevant for the caseM=3 andm=2.Weneed ν up
to 2 and lup to 8. For n = 0 we get d=m mAl l, 0 , for n = 1wehave m= -m m- ( )!A c ll s l, 1 , , and for n = 2we
find
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1, 2 ,0 ,1

2, 2 ,0 ,2 ,1
2
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,0 ,3

,1 ,2

4, 2
,0 ,4 ,1 ,3 ,2 ,2

5, 2
,0 ,5 ,1 ,4 ,2 ,3

6, 2
,0 ,6 ,1 ,5 ,2 ,4 ,3 ,3

7, 2
,0 ,7 ,1 ,6 ,2 ,5 ,3 ,4

8, 2
,0 ,8 ,1 ,7 ,2 ,6 ,3 ,5 ,4 ,4

To obtain the full spectrum l{ ( )}zj , onefirst solves the set of linear equations (11) for mna . Second, the result
for mna is inserted into equation (10) to get the characteristic function. Finally, the zeros of the characteristic
function are determined. It all works because the characteristic function is fully determined by afinite number of
coefficients mna only.

It is important to remark that, in general, there is no guarantee that the set of linear equations (11) provides a
unique solution. Theremay be special situations (wewill discuss such a case below) inwhich the generator Wz is
separable in the sense that its characteristic function can bewritten as a product of two polynomials, the first one
of order ¢m and ¢M in z andλ, the second one of order - ¢m m and - ¢M M . Of course, it is trivial that the
characteristic function can always bewritten as a product of two polynomials inλ, but separability requires that,
in addition, the two polynomials inλ are polynomials in z aswell. For separable generators, inverse counting
statistics has only access to the part of the spectrum towhich the eigenvalue l ( )zmax with the largest real part
belongs, i.e., the effective problemhas reduced dimensions ¢M and ¢m .
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The remaining question to be answered is how to determine the dimensionsM andm of the stochastic
system. In the spirit of[43], onemay suggest that after having determined l ( )zmax from the first +( )m M1
scaled long-time cumulants cs k, one can calculate the cs k, of higher order and compare themwith experimentally
measured values ( )C t ts k, in the long-time limit. IfM andmwere chosen correctly, then one expects a
coincidence of calculated andmeasured values. This has, however, two downsides. First,measuring cumulants
of increasingly higher ordermay becomemore andmore difficult. Second, comparing just numbers to establish
a consistency criterionmay be of only limited significance in view of experimentally unavoidable noise.

With the use of generalized factorial cumulant, however, we can domuch better. Remember that the
parameter swas chosen arbitrarily and the result, i.e., the spectrumof the generator,must be independent of this
parameters. Therefore, we can use the very samemeasured time trace of the detector to determine scaled
cumulants ( )C t ts k, in the long-time limit for different values of s and, afterwards, run the inverse counting-
statistics procedure for each s. IfM andmwere chosen correctly, then the full z-dependence of the full spectrum
should be independent of the choice of s. This establishes amuch stronger consistency check than comparing
just a fewnumbers.

In the following sections 4 and 5, we illustrate the inverse counting-statistics procedure for twomodel
systems: a single-level quantumdot in a Zeeman field and a SEB subjected to sequential andAndreev tunneling.

4. Single-level quantumdot in aZeemanfield

Thefirstmodel system is depicted infigure 2(a). A single-level quantumdot is weakly tunnel coupled to one
normal-statemetallic leadN and subjected to amagnetic field. The orbital level εmeasured relative to lead’s
electrochemical potential is splitted by the Zeeman energyΔ into e e= o Ds 2. The positive (negative) sign
applies to a spin s = ³ m( ) electron on the quantumdot. The current through a nearby quantumpoint contact
is sensitive to the dot chargewhich allows tomonitor the charge transfer between dot and lead as function of
time. The empty dot 0 can be occupied by a spin s electronwith the sequential tunneling rate eG = Gs s( )f0

given by Fermi’s golden rule. The reverse transition occurs with the rate eG = G -s s[ ( )]f10 , where
e e= +s s

-( ) [ ( )]f k T1 exp B
1 is the Fermi function. The temperatureT is as large that both Gs0 and G s0 are

nonvanishing, but transitions to higher charge states are negligible due to charging energy.
The stochastic system is depicted infigure 2(b). Its generator is given by

=
-G -G G G

G -G
G -G

³ m ³ m

³ ³

m m

( )
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

z z

W 0

0
. 14z

0 0 0 0

0 0

0 0

Each counting factor z in the upper-right off-diagonalmatrix elements correspond to counting an electron
leaving the dot. The characteristic function is a polynomial of orderM=3 inλ and of orderm=1 inz.

The case of vanishingmagnetic fieldD = 0, however, is special because of spin degeneracy e e=³ m, and only
two different rates G = G = G³ m0 0 10 and G = G = G³ m0 0 01 appear. As a consequence, the characteristic function
becomes separable,

c l c l c l=( ) ( ) · ( ) ( )z z, , , 151,2 3

c l l l= + G + G - - G G( ) ( ) ( ) ( )z z, 2 2 1 , 161,2
2

01 10 01 10

c l l= + G( ) ( ). 173 01

Figure 2. (a)A single-level quantumdot subjected to a Zeeman field is tunnel coupled to one normal lead. (b) Sketch of the states and
transition rates. Dashed arrows indicate the counted transitions.
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Thefirst factor is a polynomial of orderM=2 inλ and of orderm=1 in z, while the second factor is of order
M=1 and independent of z. Due to the z-independency, the second factor does not influence counting statistics
and thus can not be detected anymore. The electron transfer can be completely described by a spinless orbital
which is occupiedwith rate G2 10 and emptiedwith rate G01. The factor 2 reflects the spin degeneracy [52]. Note
that a separable characteristic function does not always separate in a z-dependent and z-independent factor, an
examplewill be given in section 5.

4.1. Nonvanishingmagneticfield
We start with discussing the case of nonvanishingmagnetic field forwhichwe choose e = -k TB and
D = k T 2B . As unit of timewe chose the inverse of G = G + Gs s0 0 . The input information for the inverse
counting statistics (forM= 3 andm= 1) is given by the scaled long-time generalized factorial cumulants cs k,

fromorder 0 up to order + - =( )m M1 1 5. Since in experiments, themeasurement time is alwaysfinite, we
do not take as input parameters the exact scaled long-time cumulants of the definedmodel but calculate, instead,
the scaledfinite-time cumulants ( )C t ts k, at some large butfinite timet. Hence, the scaled cumulants are close
but not identical to the exact values in the long-time limit. For the exact long-time scaled cumulants, a value for
the dimensionM that was assumed to be too large, can be immediately identified by trying to solve the systemof
linear equations (11). Then, no unique solution for every mna is obtained, i.e., the linear equations are not
independent from each other. However, in the following, we stick to the experimental situation that, due to the
finitemeasuring time or due to experimental noise, a unique solution for the systemof linear equation (11) is
even obtained ifM is assumed too large.

First, we determine the eigenvalue spectrum from the inverse counting statistics performed at s=1 and
assuming the correct valuesM=3 andm=1. As input parameter, we take the calculated scaled generalized
factorial cumulants ( )C t ts k, at times G =t 10, 20, 100. The result is shown infigure 3(a). For G =t 100, the
long-time limit is reached and no difference to the exact eigenvalues can be recognized anymore.

Next, we demonstrate the consistency check for the dimensionsM andm. For this, we check the required s-
independence of the eigenvalue spectrum. In the following, we always use as input information the calculated
scaled cumulants at G =t 6000 to ensure convergence to the asymptotic long-time behavior not only for s=1
but also for others.

To show simultaneously both the z- and the s-dependence of the eigenvalues, we plot in the following figures
the contour lines for different selected values ofλ (in units of G). Horizontal contour lines indicate that the
eigenvalues are independent of s. If all eigenvalues are s-independent, then, the assumed dimensionsM andm
are compatible with the input data. Infigures 4(a) and (b), we show the result for the choiceM=2 andm=1.
Since the dimensionM of the stochastic systems is taken too small, the resulting eigenvalues display a strong s-
dependence, especially the eigenvaluel1. However, if we take the proper valuesM=3 andm=1, see
figures 4(c)–(e), we get s-independent results. The orderM=3 andm=1 are lower bounds for the system’s
dimensions.

4.2. Vanishingmagneticfield
Wenow turn to the case of vanishingmagnetic fieldD = 0, for which the characteristic function is separable,
i.e., the characteristic function is a product of two polynomials, one of orderM=2 andm=1 inλ and z, and
the other one is of orderM=1 and independent of z. The latter polynomial, i.e., the third dimension, does not
influence transport anymore because the system can be described in a spinelessmodel withM=2 andm=1.

Figure 3.Eigenvalue spectrumobtained via inverse counting statistics for a single-level quantumdot e = -k TB (a) inside amagnetic
fieldD = k T 2B and (b)withoutmagnetic field. The input data are scaled cumulants ( )C t ts k, forfinite times t. Only in the long-
time limit G 2t 100, the output l{ }j is indeed the eigenvalue spectrumof the generator(14). Values lj with afinite imaginary part
(occurring for very negative z) are not depicted.

7

New J. Phys. 19 (2017) 023018 P Stegmann and J König



Performing the inverse counting statistics at s=1with the correct valuesM=2 andm=1 gives the
spectrumdepicted infigure 3(b). The input information is given by the scaledfinite-time cumulants ( )C t ts k,

fromorder 0 to 3. For G =t 100, the long-time limit is reached and no difference to the exact eigenvalues can be
recognized anymore.

For the consistency check of the dimensionsM andm, we use as input information the calculated scaled
cumulants at G =t 100. Horizontal contour lines infigures 5(a), (b) indicate that the eigenvalues are
independent of s, i.e., the assumed dimensionsM=2 andm=1 are compatible with the input data. In contrast
for the choiceM=3 andm=1, we obtain no s-independent spectrumof eigenvalues. The dimensionM=3 is
too large.

For completeness, we discuss in appendix B how close themagnetic field has to be tuned toD = 0 in order
to observe the discussed behavior.

5. Sequential andAndreev tunneling in a SEB

The second example illustrating the inverse counting-statistics procedure is amodel system that has been
already experimentally realized in[64–66]. The set up is depicted infigure 6(a). A SEB is formed by one
superconducting leadweakly coupled (characterized by the tunnel resistance RT) to a normal-statemetallic

Figure 4.Consistency check of the number of system statesM and the counting powerm for the single-level quantumdot e = -k TB
in amagnetic fieldD = k T 2B for time G =t 6000. Assuming different values forM andm, contour lines of the resulting j=1,K,
M eigenvalues l G( )zj are depicted. The eigenvalues forM=2,m=1 in (a), (b) show a strong s-dependence, the ones forM=3,
m=1 in (c), (d), (e) are s-independent.

Figure 5.Consistency check of the number of system statesM and the counting powerm for the single-level quantumdot e = -k TB
withoutmagneticfield for time G =t 100. AssumingM=2 andm=1, contour lines of the resulting two eigenvalues l G( )z1 and
l G( )z2 are s-independent.
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island. The energy required to bring n excess electrons on the island is -( )E n nC G
2. By applying a voltage VG to

a gate electrode, the gate charge is tuned near =n 0G . The charge n on the island ismonitored by an
electrostatically coupled SET: each value of n results in a characteristic value of the current through the SET.Due
to afinite temperature, transitions = l on 0 1with the rate Go

u are possible (but temperature is small enough
so that transitions to further charge states−2 and 2 are negligible). If the island is in one of these excited states,
Andreev tunneling = o ln 1 1B with the rate GA

B is possible until the island relaxes back to the ground state
= o ln 1 0with rate Gd

B.
The stochastic system is depicted infigure 6(b). Its generator is given by

=
-G -G G G

G -G -G G

G G -G -G

+ + - -

+ + - -

+ + - -

( )
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

z z

zW . 18z

A d u
2

A

d u u d

A u A d

Each counting factor z in the upper-right off-diagonalmatrix elements correspond to counting an electron
leaving the island. Since anAndreev-tunneling process transfers two electrons, G-

A ismultipliedwith the square
z2 instead of a singlez. This counting procedure is, especially, reasonable if the detector can not resolve two
separate transitions- l1 0 followed directly by l +0 1 from theAndreev-tunneling process- l +1 1. For
the chosen counting procedure, theses transitions need not to be distinguished.

If transitions are counted inwhich the number of electrons on the island is increased, the counting factors
are removed from the upper-right off-diagonalmatrix elements and put, instead, to the lower-left terms. The
cumulants are identical for both counting procedures in the long-time limit. However, forfinite times and
asymmetric transition rates, the cumulants can differ, which indicates a violation of detailed balance [67].

The characteristic function is a polynomial of orderM=3 inλ and of orderm=2 inz. In general, the
inverse counting statistics should deliver the z-dependence of all three eigenvalues.

The symmetry point =n 0G , however, is special. At this point, there are only three different rates
G = G = G+ -

A A A, G = G = G+ -
d d d , and G = G = G+ -

u u u . As a consequence, the characteristic function becomes
separable,

c l c l c l=( ) ( ) · ( ) ( )z z z, , , , 191,2 3

c l l l= + - G + G + G + - G G + G( ) [( ) ] ( ) ( ) ( )z z z, 1 2 2 1 , 201,2
2

A d u u A d

c l l= + + G + G( ) ( ) ( )z z, 1 . 213 A d

Thefirst factor is a polynomial of orderM=2 inλ and of orderm=1 in z, while the second one is of order
M=1 andm=1.Depending on the choice of s, the inverse counting statistics will only provide the two
eigenvalues of thefirst or the single eigenvalue of the second factor. Away from the symmetry point, ¹n 0G , the
generator is not separable.

Instead of calculating the tunneling rates Go
u , G

o
d , and Go

A in the presence of an electromagnetic environment
[64, 68], we rely on experimentallymeasured rates for =n 0.09G in[65] and =n 0.00G in[66]. In the former
case, the experimental parameters are =n 0.09G , m=E 43 eVC , mD = 216 eV, and = WR 2000 kT at 60 mK
temperature. Themeasured rates are G =+ 10.5 Hzu , G =- 7.2 Hzu , G =+ 1270 Hzd , G =- 730 Hzd ,
G =+ 460 HzA , and G =- 23.0 HzA . In the latter case, the experimental parameters are =n 0.00G ,

Figure 6. (a)Anormal-statemetallic island (blue)weakly tunnel coupled to one superconducting lead (red). Via the gate voltage VG,
the gate charge nG of the island can be tuned. Bymeans of a currentmeasurement trough a single-electron transistor (green), the
number ob excess electrons n on the island is obtained as function of time. (b) Sketch of the states and transition rates. Dashed arrows
indicate the counted transitions.
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m=E 40 eVC , mD = 210 eV, and = WR 490 kT at 50 mK temperature. The rates are
G = G = G =+ - 12 Hzu u u , G = G = G =+ - 252 Hzd d d , and G = G = G =+ - 615 HzA A A .

5.1. Non-symmetric case
We start with discussing the generic, non-symmetric case, for whichwe choose the =n 0.09G . The input
information for the inverse counting statistics (forM= 3 andm= 2) is given by the scaled long-time generalized
factorial cumulants cs k, fromorder 0 up to order + - =( )m M1 1 8. Similar to the case of the single-level
quantumdot discussed in section 4, we take into account that themeasurement time is alwaysfinite in an
experiment and do not take as input parameters the exact scaled long-time cumulants of the definedmodel but
calculate, instead, the scaled cumulants ( )C t ts k, at some large butfinite time.

First, we determine the eigenvalue spectrum from the inverse counting statistics performed at s=1 and
assuming the correct valuesM=3 andm=2. As input parameter we take the calculated scaled generalized
factorial cumulants at times =t 0.01, 0.1, 1 s. The result is shown infigure 7(a). For =t 1 s no difference to the
exact eigenvalues can be recognized anymore.

Next, we demonstrate the consistency check for the dimensionsM andm. For the right values, all
eigenvaluesmust be s-independent. In the following, we always use as input information the calculated scaled
cumulants at =t 10 s. To show simultaneously both the z- and the s-dependence of the eigenvalues, we plot in
the followingfigures contour lines forλ (in units of kHz). Horizontal contour lines indicate that the eigenvalues
are independent of s, i.e., the assumed dimensionsM andm are compatible with the input data.

Infigures 8(a), (b), we show the result for the choiceM=2 andm=2. Since the dimensionM of the
stochastic systems is taken too small, the resulting eigenvalues display a strong s-dependence. The same holds
true for the choiceM=3 andm=1, see figures 8(c)–(e). In this case, the counting powerm characterizing the
coupling to the detector is taken too small, and, again, the resulting eigenvalues are s-dependent. Only if we take
the proper valuesM=3 andm=2, see figures 8(f)–(h), we get s-independent results.

5.2. Symmetric case
Wenow turn to the symmetric case, =n 0G , for which the characteristic function is separable, i.e., the
characteristic function is a product of two polynomials, one of orderM=2 andm=1 inλ and z, and the other
one of orderM=1 andm=1. The choice of s determines whether the eigenvalue with the largest real part is a
zero of the first or the second factor and, therefore, which and howmany of the eigenvalues are accessible via the
inverse counting statistics. If we choose s=1 (corresponding to factorial cumulants), thenwe obtain only two of
the three eigenvalues. For small < -s 1.36 (forfigure 7(b), we choose = -s 2), we get only the third one. The
number of required cumulants is 4 in the former and 2 in the latter case. The resulting spectrumof all three
eigenvalues is depicted infigure 7(b) for the times =t 0.001, 0.01, 0.1 s. For =t 0.1 s, no difference to the
exact eigenvalues can be recognized anymore.

The consistency check of the dimensionsM andm (for =t 20 s) is depicted infigure 9(a) forM=1 and
m=1 and infigures 9(b), (c) forM=2 andm=1. If we perform the inverse counting statistics around s=1
(or for any > -s 1.36), thenwe conclude that the dimensionM=1 is too small (no horizontal contour lines in
figure 9(a) for > -s 1.36), butM=2 seems to be sufficient (horizontal contour lines infigures 9(b) and (c) for
> -s 1.36). Thus, by employing only factorial cumulants (s= 1) onemay be tempted to conclude that the

dimension of the stochastic system isM=2 only. If, on the other hand, inverse counting statistics is also done
for < -s 1.36, then the horizontal contour lines infigure 9(a) indicate that there is another eigenvalue. Since the

Figure 7.Eigenvalue spectrumobtained via inverse counting statistics for a normal-statemetallic islandweakly tunnel coupled to one
superconducting lead. The gate charge is (a) =n 0.09G and (b) =n 0.00G . The input data are scaled cumulants ( )C t ts k, forfinite
times t. Only in the long-time limit, (a) 2t 10 s0 and (b) -2t 10 s1 , the output l{ }j is indeed the eigenvalue spectrumof the
generator(18). Values lj with a finite imaginary part (occurring for very negative z) are not depicted.
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obtained z-dependent eigenvalues are different from each other, we conclude that theremust be, in total, three
eigenvalues.

For completeness, we estimate in appendix Chow close nG has to be tuned to zero in order to observe the
discussed behavior.

6. Inverse-counting-statisticsmanual

For practical use, we summarize the inverse-counting-statistics procedure introduced in this paper in the
following step-by-stepmanual:

Figure 8.Consistency check of the number of system statesM and the counting powerm for the single-electron boxwith
nonvanishing gate charge =n 0.09G for time =t 10 s. Assuming different values forM andm, contour lines of the resulting j=1,
K,M eigenvalues l ( )z kHzj are depicted. The eigenvalues forM=2,m=2 in (a), (b) are strongly s-dependent, forM=3,m=1
in (c)–(e) as well, but the eigenvalues forM=3,m=2 in (f)–(h) are s-independent.

Figure 9.Consistency check of the number of system statesM and the counting powerm for the single-electron boxwith vanishing
gate charge =n 0G for time =t 20 s. Assuming different values forM andm, contour lines of the resulting j=1,K,M eigenvalues
l ( )z kHzj are depicted. The eigenvalue forM=1,m=1 in (a) and the two eigenvalues forM=2,m=1 in (b), (c).
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(i) Some positive integer values for the number of system statesM and the counting powerm are assumed.

(ii) From the measured probability distribution ( )P tN , the scaled finite time cumulants ( )C t ts k, of order
= ¼ + -( )k m M0, , 1 1 for some real s are calculated, see equations (3) and (4). The time t is chosen large

enough for ( )C t ts k, to become time independent such that »( )C t t cs k s k, , .

(iii) From thecs k, the set of linear equation (11) is derived.

(iv) Solving this set for the coefficients mna yields the characteristic function c l( )z, defined in equation (9).

(v) Solving c l =( )z, 0j yields the zeros l ( )zj .

If the z-dependence of each zero l ( )zj is independent of the parameter s chosen in step (ii), the values
assumed in step (i) are lower bounds forM andm.Moreover, the l ( )zj are, indeed, eigenvalues of the system’s
generator Wz and l l- ( )zj linear factors of the generator’s characteristic function. The l ( )1j are the system’s
relaxation rates. If the z-dependence is not independent of the parameter s, the assumption in (i) is falsified.One
needs to start again at step (i) increasing, successively, from small values forM and/orm to larger values.

There are special cases of separable characteristic functions, see section 5, where different intervals of s-
values reveal different dimensions and eigenvalues of the generator. The total dimension and full spectrum is,
then, obtained by combining the results from the different s-intervals.

7. Conclusions

In this paper, we propose inverse counting statistics based on generalized factorial cumulants as a convenient
and powerful tool to reconstruct characteristic features of a stochastic system frommeasured counting statistics
of some of the system’s transitions. Such amethod is particularly useful in cases inwhich very little is a priori
known about the stochastic systemunder investigation. As the only input information for the inverse counting-
statistics procedure, we use a few experimentally determined numbers, namely the scaled generalized factorial
cumulants in the long-time limit. Despite the limited amount of input, the inverse counting-statistics procedure
yields a remarkable extended amount of output. First, we can determine a lower bound ofM, the dimension of
the stochastic system. Second, we canfind a lower bound of the counting powerm, which characterizes the
coupling between stochastic system and detector. Third, we can reconstruct the characteristic function c l( )z,
of the generator Wz , which is a polynomial of orderM inλ and a polynomial of orderm in z. From the zeros of
the characteristic function, we can, then, determine the full z-dependence of the full spectrumof eigenvalues of
Wz . This is quite a remarkable result, since the long-time cumulants used as input depend only on one of the
eigenvalues, lmax , determined around one value of z.

The use of generalized factorial cumulants instead of ordinary ones is crucial for our proposal.While the
evaluation of generalized factorial cumulants from ameasured time trace of the detector signal does not
introduce any extra complication as compared to the evaluation of ordinary cumulants, the benefit of having a
free parameter s in the definition of the generalized factorial cumulants is immense. First, the outcome of the
inverse counting statisticsmust be s-independent. Therefore, an s-dependent outcome of the inverse counting
statistics immediately indicates awrong choice ofM orm. Second, there are special cases of separable
characteristic functions, for which the inverse counting statistics with ordinary cumulants would only reveal a
part of the spectrumof eigenvalues of the generator, while the variation of smakes it possible to access the full
spectrum.

The proposed inverse counting-statistics procedure is quite general and, therefore, applicable to large variety
of systems. To illustrate the procedure we choose two examples from electronic transport in nanostructures: a
single-level quantumdot in a Zeeman field and a single-electron box subjected to sequential andAndreev
tunneling. For the latter case, the full dimension of the system’s state space and the full spectrumof eigenvalues
can only be revealed by varying the parameter s.
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AppendixA. Alternative expression forAl,μ ν

In the sum(13) identical terms, related by permutation of the indices a a¼ n( ), ,1 may occur, e.g.,
= + + = +m m+ ! !A c c c c c c c c c2 2s s s s s s s s s2, 2 ,0 ,2 ,1 ,1 ,2 ,0 ,0 ,2 ,1
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Appendix B. Consistency check forΔ=0.03 kBT

For completeness, we check how close the Zeemanfieldmust be tuned to zero in order to observe the discussed
behavior of section 4.2.Wefind that forD 1 k T0.03 B , the eigenvalues obtained for = =M m2, 1 are still
almost s-independent (comparefigures B1 to 5), with slight deviations appearing for very negative s.

AppendixC. Consistency check fornG=0.001

For the single-electron box, we estimate that at least for ∣ ∣ 1n 0.001G the =n 0G case is already reached in good
approximation for -1s 1.5 or -2s 0.5 (comparefigureC1 to 9). For figure C1, the Andreev-tunneling rates
are approximated by G » oo ( )615.11 11.42 HzA [69]. The sequential tunneling rates are estimated via an
interpolation between the experimental values of[65]: G » oo ( )12.00 0.03 Hzu

and G » oo ( )252.00 0.83 Hzd .

Figure B1.Consistency check of the number of system statesM and the counting powerm for the single-level quantumdot
e = -k TB in an externalmagneticfieldD = k T0.03 B for time G =t 100. AssumingM=2 andm=1, contour lines of the
resulting two eigenvalues l G( )z1 and l G( )z2 are depicted.

FigureC1.Consistency check of the number of system statesM and the counting powerm for the single-electron boxwith gate
charge =n 0.001G for time =t 20 s. Assuming different values forM andm, contour lines of the resulting j=1,K,M eigenvalues
l ( )z kHzj are depicted. The eigenvalue forM=1,m=1 in (a) and the two eigenvalues forM=2,m=1 in(b), (c).
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